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Abstract We analytically study the Hamiltonian system in
R* with Hamiltonian

H= %(p)% +p))+ %(w%xz +w3y?) —eV(x,y)
being V(x,y) = —(x2y + ax?) with a € R, where ¢ is a
small parameter and w; and w; are the unperturbed frequen-
cies of the oscillations along the x and y axis, respectively.
Using averaging theory of first and second order we ana-
lytically find seven families of periodic solutions in every
positive energy level of H when the frequencies are not
equal. Four of these seven families are defined for all a € R
whereas the other three are defined for all a # 0. Moreover,
we provide the shape of all these families of periodic solu-
tions. These Hamiltonians may represent the central parts of
deformed galaxies and thus have been extensively used and
studied mainly numerically in order to describe local motion
in galaxies near an equilibrium point.
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1 Introduction and statement of the main results

After equilibrium points the periodic solutions are the most
simple non-trivial solutions of a differential system. Their
study is of special interest because the motion in their neigh-
borhood can be determined by their kind of stability. The
stable periodic orbits explain the dynamics of bounded reg-
ular motion, while the unstable ones helps to understand the
possible chaotic motion of the system. So, periodic orbits
play a very important role in understanding the orbital struc-
ture of a dynamical system.

Over the last half century dynamical systems perturb-
ing a harmonic oscillator have been used extensively to
describe the local motion, i.e. motion near an equilibrium
point. The study of this motion have been made mainly
using several numerical techniques, see for instance Bar-
banis (1990), Caranicolas (2001, 2004), Caranicolas and
Karanis (1999), Caranicolas and Zotos (2012), Contopoulos
(1970b), Elipe et al. (1995), Giorgilli and Galgani (1978),
Hénon and Heiles (1964), Karanis and Vozikis (2007), Zo-
tos (2012a,b) to cite just a few.

The general form of a potential for a two-dimensional dy-
namical system composed of two harmonic oscillators with
cubic perturbing terms is

1
U= E(a)%xz +a)§y2) +eVix,y),

where w; and w, are the unperturbed frequencies of the os-
cillator along the x and the y axes, respectively, ¢ is the
small perturbation parameter and V is the cubic function
containing the perturbed terms. We will use the perturbation
function

V(x,y) =—(x?y +ax’), (1)
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with a € R. These perturbed oscillators are important be-

cause they describe the motion of a star under the gravity

field of a galaxy, for more information see for instance the

paper of Caranicolas (2004) and the references quoted there.
The Hamiltonian associated to the potential V is

1

and the corresponding Hamiltonian system is

X = Px>
Y =Dy,
aV
2 3)
= — —e—,
Px ot 0x
: ) AV
=—w5y —&—.
Py hY dy

As usual the dot denotes derivative with respect to the time
t € R. Due to the physical meaning the frequencies w; and
wy are both positive.

We note that system (3) for ¢ = 0 can be solved. It has
the solutions on the energy level H = h of the form

x(t) = Cjcos(twy) + Cysin(twy),

y(t) = C3cos(twy) + Ca sin(twy), A
4)
px(t) = —Ciw; sin(twy) + Cowy cos(twy),

py(t) = —Czwa sin(twy) + Caw cos(twy),

where Cy, C2, C3, C4 € R satisfy

15 o 2 202 2
h = 5(&)1 (Cl + Cz) + a)z(C:), + C4))
Note that the solutions of system (3) for ¢ = 0 given in (4)
are periodic if and only if w2/w; = p/q with p,q € N and
P, q coprime, where as usual N denotes the set of positive
integers. The period of these periodic solutions is

2 2
7= 2P _ AT

w3 w1

As far as we know there are no rigorous analytic studies
of the existence of periodic solutions for the Hamiltonian
system (3) with @ # w,. Periodic orbits when a = 0 have
been studied by several authors from both analytical and nu-
merical point of view by using different techniques, see for
instance Contopoulos and Moutsoulas (1965), Contopoulos
and Zikides (1980), Davoust (1983), Caranicolas and Inna-
nen (1992) for w; = w», or Contopoulos (1970a) for a nu-
merical study for some values w; # w>. The perturbed po-
tential with wy = w1 and a # 0 has been studied analytically
in Elipe et al. (1995), where the authors found six families
of periodic orbits by using similar techniques than the ones
in Miller (1991).

@ Springer

In this paper we will study the periodic orbits of the
Hamiltonian system (3) with perturbed potential (1) by us-
ing averaging theory. More precisely, we will study the cases
w2 =2w1 and wy = 3w with first and second order averag-
ing, respectively. These cases together with the case wr = w;
are the unique cases that we are able to study with these av-
eraging techniques. We will prove the existence of families
of periodic solutions parameterized by the energy in every
energy level H = h > 0, and these families will be given ex-
plicitly up to first order in the small parameter . The case
a = 0 has been studied by several authors so it is not con-
sidered in this work. See also Alfaro et al. (2013) for other
uses of averaging theory.

Theorem 1 The following statements hold for the Hamil-
tonian system (3) with Hamiltonian H given in (2) and
Vix,y)in(1).

(a) Using averaging theory of first order for |e| # 0 suf-
ficiently small at every positive energy level H = h
and with wy = 2wy > 0, we find for the Hamilto-
nian system (3), four periodic solutions (two linearly
stable and two unstable) bifurcating from the peri-
odic solutions of (4) with a period tending to 27w /w
as ¢ — 0. The two unstable periodic orbits have a
stable and an unstable manifold, each one formed
by two cylinders. All these periodic solutions can
be written as (X(t), y(t), px(t), py(t)) + O(e) with
(x(@®), y(1), px(t), py(t)) being respectively,

h
(0, + Vh 52,0, ﬂ:\/ﬂcz),

V2w
<2ﬁ Vh 2Vh 2h )
+ - S, Ty 552 ),

1, (R
Vo oo V3 3

where c; =cos T, ¢cp = cos(2t), s1 =sint 5o = sin(27)
and T = wit.

(b) Using averaging theory of second order for |e| # 0
sufficiently small at every positive energy level H =
h and with w, = 3w; > 0, for each a # 0 we find
for the Hamiltonian system (3), three periodic solu-
tions (two linearly stable and one unstable) bifurcat-
ing from the periodic solutions of (4) with a period
tending to 2w /w1 as € — 0. The unstable periodic or-
bit has a stable and an unstable manifold, each one
formed by two cylinders. All these periodic solutions
can be written as (X(t), y(t), px(t), py(t)) + O(e) with
(x(®), y(1), px(t), py(t)) being respectively,

. J2h —r?
r, 1 2
<w—1c1, :FTQ, —ris1, £y/2h — S3) ©6)

for i =1,2,3, where ¢ = cost, ¢3 = cos(37), §s1 =
sint, s3 = sin(3t), T = wit and ry,ry,r3 as well as
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the stability of the solutions for each r; are given in the
proof of the theorem.

The proof of Theorem 1 is given in Sect. 3.
We note that the two solutions

h —
(-x(t)5 y(t)a px(t)1 py(t)) = <07 :l:\/ELa)S?s 07 :l: 2hc2>7
1

are explicit periodic solutions of our Hamiltonian system for
all e. Moreover they are axial periodic solutions living on the
y-axis. While the other five periodic solutions described in
Theorem 1 are non-axial periodic solutions.

The origin of the Hamiltonian system (3) with the poten-
tial (1) is always an equilibrium point. The periodic orbits
given in Theorem 1 are near the origin for small values of
the energy h# > 0. Near the stable periodic orbits of Theo-
rem | the KAM 2-dimensional tori will persist for small val-
ues of ¢, provided that the Kolmogorov condition or the iso-
energetic non-degeneracy condition holds. These tori can be
studied following the arguments given in the papers of Cush-
man et al. (2007) and Belmonte et al. (2007).

We must mention that there are other analytical results,
which do not use the averaging method, for studying the pe-
riodic orbits with some resonances w; : w for Hamiltonian
systems with Hamiltonians of the form

H= %(p,% +p))+ %(wlxz +w2y%) +eW(x, y),
where ¢ is a small parameter. Thus, for instance in Cush-
man et al. (2007) the authors studied the periodic orbits with
resonance 1 : 2 using the Birkhoff normal form. In March-
esiello and Pucacco (2013) the authors studied the periodic
orbits with resonance 1 : 2 using the Lie transform normal
form theory. In Pucacco and Marchesiello (2014) the peri-
odic orbits with resonance 1 : 1 and symmetry Z; x Z; are
studied using normal form theory. In Schmidt and Dullin
(2010) some properties of the periodic orbits with resonance
p : £q are studied using the Birkhoff normal form. We re-
mark that the potentials W (x, y) of those papers are differ-
ent between them, and different from the potential studied
in this paper. More references about these normal form tech-
niques for studying the periodic orbits of Hamiltonian sys-
tems can be found in the references quoted in those four
mentioned papers.

In Sect. 2 we present a summary of the results on the
averaging theory that we shall need for proving our results.

2 The averaging theory of first and second order

In this section we summarize the averaging theory of sec-
ond order, it provides sufficient conditions for the existence

of periodic solutions for a periodic differential system de-
pending on a small parameter. See Buica and Llibre (2004)
for additional details and for the proofs of the results stated
in this section.

Theorem 2 Consider the differential system
X(1) =eF1(t,%) + & F2(1,x) + £*R(1, x, 8), (7)

where Fi, F2 :Rx D —-R" R:Rx D x (—¢f,e7) > R"
are continuous and T-periodic functions in the first variable,
and D is an open subset of R". Assume that the following
hypotheses hold.

G) Fi(t,) e Cl(D)forallt eR, Fi, F,, R and D, F; are
locally Lipschitz with respect to x, and R is differen-
tiable with respect to ¢. We define f1, fo: D — R" as

T
f1@) Z/o Fi(s, 2)ds, ®)

T
£ =/(; [DZFl (s, 2)y1(5,2) +F2(s,z)]ds. )
where
yl(S,z)Z/ Fi(t, 7)dt.

0

(1) For V C D an open and bounded set and for each ¢ €
(—¢&r,p)\(0}, there exist a € V such that
@(i.1) if fi(z) #0, then fi(a) =0 and dg(f1,a) #0,
where dp(f1,a) denotes the Brouwer degree of
the function f1: V — R" at the fixed point a; and
(ii.2) if f1(z) =0 and f2(z) # 0, then fr(a) =0 and
dp(f2,a) #0.

Then for |e| > O sufficiently small, there exists a T -periodic
solution ¢(t, ) of the system such that ¢(0,¢) — a when
& — 0. The kind of stability or instability of the limit cycle
@(t, &) is given by the eigenvalues of the Jacobian matrix

D;(f1(z) + &f2(2)|z=a-

Note that a sufficient condition for showing that the
Brouwer degree of a function f at a fixed point a is non-
zero, is that the Jacobian of the function f at a (when it is
defined) is non-zero, see Lloyd (1978).

Under the assumption (ii.1) Theorem 2 provides the av-
eraging theory of first order, and it provides the averaging
theory of second order when assumption (ii.2) holds.

3 Proof of Theorem 1

For proving Theorem 1 we shall use Theorem 2. The first
step is to write system (3) in such a way that conditions of

@ Springer
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Theorem 2 be satisfied. We write system (3) and the Hamil-
tonian (2) in polar coordinates

rcosf .
X = , Px =1 sinb,
]
pCOSQ .
y= ) py=psme,
)

where ¢ = o + w20/w1 and we get the system of equations

in(20
F= w@arwz cosf +2pw; cos @),

20)%(1)2
. £cos2 6
0=—w+ 3 (Barwy cos O 4+ 2pw; cos ),
wiw
(10)
. er? cos? 6 .
= ———sing,
@]
2
gcos 6
o= 3 (a)1 (r2 — 2,02) cos ¢ — 3aprw; cos 9),
pwi

and the Hamiltonian

1 & cosf
H=-(r*+p?%) - —2r2c0s29<L + ﬁcosw).
2 on w1 w2

(11)

We note that system (10) is periodic in the variable 6 if and
only if wp = pw1/q for some p, g € N coprime. Moreover
its period is 2gm. We write system (10) by taking as the
new independent variable the angular variable 8 and we ob-
tain

a =— (12)

where the prime denotes derivative with respect to 8. We
compute p = pg + p1& + O(£2) by solving equation H = h
and we get

po=V2h—r2,

2 cos29< ar cos@ w1 ) 3)

p1= + —cosg
o] \V2h—r2
We substitute the expression of p into (12) and we de-
velop the resulting equations in power series of € up to sec-
ond order. In the energy level H = h > 0 the equations of
motion become

r'=¢F; +82F21 + 0(83),

(14)
o =eFp+ 82F22 + 0(83),

@ Springer

with
in(26
Fi| = _ramav) Sm3( ) (3arw; cos6
2wiw
+ 201V 2h — r?cosg),
Floe 0 (3arwy/2h — r2 cos
2= arwy —r2cos
a)‘l‘«/ 2h —r?

+ wy (4h — 3r2) cos ¢),

rsiné cos3 6
hi=———— —9a%r2w3v/2h — r2cos? @
w?w%\/ 2h —r? ( 2

+ 2arwiwy (Sr2 — 12h) cosf cosp
+ 203/ 2h — r2 (r2 — 4h) cos? ),

P cos*o
2= waz(Zh —72)3/2

(9a2r2a)§ (2h — ;’2)3/2 cos2 6

+ 2arwiw) (24h* — 25hr* 4 Tr*) cosf cos ¢
+ o}V2h — r2(16h* — 16hr? + 5r*) cos? ).

In order that the differential system (14) be in the nor-
mal form (7) for applying the averaging theory we need
that this system be periodic in the variable 6. This implies
that wy/w; be rational. So from now on we assume that
wy = pw1/q with p, g € N, so system (12) is 2gw-periodic
in the variable 6. Then system (14) is in the normal form
(7) for applying the averaging theory with T = 2gm, x =
(r,a), t =0, F1(8,x) = (Fi1, F12), F2(0,X) = (F21, F22)
and e2R(0, x, ¢) is O(&3). We also observe that F and R are
C? in x and 2¢-periodic in 6 in an open set not containing
r = +/2h. After some computations, from (8) we get

2qm
fix) = /0 F1(0.%)d60 = (fi1 (), fr2(0),

with
2qm 0 2

f11(X)=/ Fudo=1{ "~ p#2a,
0 Mm@,a) p=2q,
2qm 0 2

f12<x)=f Fiodo =~ p#2a.
0 fr,a) p=2q,

where

Pt wqr/2h — r¥sina

r,a)= ,

11 20)%

Fatro) wq(4h —3r?) cosa

12(r, ) =

Zw? 2h —r?
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Case 1: p = 2q. Since p and g are coprime, we take
g = 1. The solutions of system f1(x)=(f11(X), f12(x))=0
are (rq,jy.aq,j)) = 0,7/2 + jm) and (r2,j), a0, j)) =
(2+/h/3, jw) with j =0, 1.

Now we compute the Jacobian matrix of f7 and we get

% %
_ _ r o
j—DXfl—<m m)

ar da
(h—r?)sina ra/2h—r2cosa
\/Zh—rzw? Zw%

r(3r2—8h) cos
202h—r2)32w}

_ (4h=3r?)sina
3
28/2h—r20?

By evaluating the determinant of 7 on the solutions (7, ),
ag,jy) fori=1,2and j =0, 1 we get

det(j)(r,oz)=(r(1,j),a(|vj)) = ®

27%h
det(j)(r,a):(r(z‘j),a(zvj)) = 7 75 O
1

If follows from Theorem 2 that for any given & > 0 and for
|| sufficiently small, system (14) has the four 27 -periodic
solutions that are (r&/ (8, ), (8, ¢)) for i = 1,2 and
j = 0,1 such that the solution (r@7)(0,¢), a0, ¢))
tends to (r(l-,j), Ol(,"j)) when ¢ — 0.

The eigenvalues of the matrix [ evaluated at the solution
(r,a) = (rq,jy, aq,j)) for j =0, 1 are

2hw vk
A=—(=1) , A= (1) —=,

and the eigenvalues of the matrix 7 evaluated at the solution
(rya)= (V(z,j), a(z’j)) for j =0, 1 are

iv2hm

3 9
wy

A==

where i = +/—1. So the periodic solutions (r@/)(0,¢),
a@) (@, ¢)) for j =0, 1 are linearly unstable when i = 1
and linearly stable when i = 2. Since the eigenvalues of
the matrix Jacobian matrix J evaluated at (r@-7)(9,¢),
a@1) (0, ¢)) provide the stability of the fixed point corre-
sponding to the Poincaré map defined in a neighborhood of
the periodic solution associated to (r@/ (0, &), a7 (0, £))
(see for instance the proof of Theorem 11.6 of Verhulst
1991), and this fixed point is locally a saddle for i =1, we
obtain that the unstable orbits have a stable and an unstable
manifolds formed by two cylinders.

Now we shall go back through the changes of variables
in order to see how the 27 -periodic solutions (r¢/ )0, ¢),
a(i’j)(G,s)), with i = 1,2 and j = 0, 1 of the differential

system (14) looks in the initial Hamiltonian system (3). By
substituting (r@©7) (0, €), a"/) (8, ¢)) into equation H = h
with H given in (11) we get p/) (8, ¢). Then

(rP©, ), p (0, ), a0, ¢)),

is a 2m-periodic solution for the differential system (12).
This solution provides the 27 /w;-periodic solution for the
differential system (10)

(r@D (00D &), 04D pd) (g0 ) aD) (0D, g))

= (rups —o1t. 20 =12 ) @) + O(@).

Here o)) = 9@7) (¢, ¢). Going back to the change of vari-
ables (3) we get the four 2 /@ periodic solutions of system
(3) given in (5), which clearly are different solutions. This
completes the proof of statement (a) of Theorem 2.

Case 2: p #2q. Since f11(x) =0 and fi2(x) =0, we need
to consider averaging of second order. After tedious com-
putations, from (9), we get fo(X) = (f21(r, @), f22(r, @)
where

0 P#q, p#3q, p#5q,
p=5q,
P a)= 1
go(r,a) p=gq,
gi1(r,a) p=3q,
and
&(r,a) p#q, p#3q, p#5q,
g3(r,a) p=3q,
fo(ra)=
ga(r,a) p=gq,
gs(r,a) p=3q,
where
go(r,a) = Zrqsma s;na (5arv2h —r?
20)1
+cosa(8h —4r2)),
waqr*2h — r?sina
gi(r,a) =— g .
20)1
7 (3p*r (542 p? — 20a%g% + ¢*) — 8hq*)
g(ra)= ,

2pad(p? — 4q?)

nq 2 2
g3(r o) = m(75(105a + 1)r* — 8h),

ga(r, ) = %(%(15612 — 1)r? +2cos(2a) (h — r?)
1

+

8h N Sarcosa(3h — 2r2)>
6 V2h —r?

@ Springer
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g 2 2
r,o)=———8h —27(25a° + 1)r
gs(r,a) 30 ?< ( )

30ar(3h — 2r?) cosa>
V2h =172 '

Case 2.1: p #¢q, p # 3q and p # 5q. There are no a € R
and p, g € N such that f2;(r, ) be identically 0. Since the
function f7; is identically 0 and f7; is not identically O, the
averaging theory does not provide any information on the
periodic solutions of (14) in this case.

Case 2.2: p = 5q. As in the previous case the averaging the-
ory does not provide any information on the periodic solu-
tions of (14).

Case 2.2: p = q. This case corresponds to the case w1 = w»
studied in Elipe et al. (1995). So it is not considered in this
work.

Case 2.3: p = 3q. Since p and g are coprime, we take
g = 1. We seek solutions of system f>(x) = 0 for which
the Jacobian of f, evaluated at the solution be non-zero.
The solutions of equation f>1(r,a) =0arer =0, r = V2h
and « = jm for j =0, 1. The solution r = 0 does not pro-
vide solutions of f>(x) = 0, because f22(0,«a) = —(4hmw)/
(15@?) # 0. The solution r = V/2h is not valid because in
this case system f>(x) = 0 is not defined. Now we analyze
the solutions o = jr. For this, we need an auxiliary result.

Lemma 3 Assume h > 0 and let t1(a, h), tr(a, h), t3(a, h)
be the three real solutions of the polynomial

(455625a* + 40050a* + 729)1°
— (911250a*h + 94500a°h + 1890h)1*
+(29700a%h* + 928h%)t — 128h* =0,

ordered from big to small. Then the following statements
hold for the equation f(r, jr) =0.

(a) For a > 0 it has a unique positive real solution r =
Jt(a, h) when j =0, and two positive real solutions
r=4+/t1(a,h) andr = \/t3(a, h) when j =1.

(b) For a < 0 it has two positive real solutions r =
V@@, h) and r = \/t;(a, h) when j =0, and one posi-
tive real solution r = \/t>(a, h) when j = 1.

(c) The Jacobian matrix of f> evaluated at (r,a) = (r(a,
h), jm), where r(a,h) is any solution of equation
fo(r, jm) =0witha # 0 and j =0, 1, is different from

zero.

Proof If r # «/2h, equation f2;(r, jm) =0 is equivalent to
equation

(8h —27(25a*+1)r?)v/2h — r2 = —30ar (3h —2r%) (= 1)/.
(15)

@ Springer

Squaring both sides of (15) we get the polynomial equation
(independent of ;)

(4556254 + 40050a* + 729)r°
— (911250a*h + 94500a*h + 1890h)r*
+ (2970041 + 928h?)r? — 128h* = 0. (16)

Equation (16) has the solutions of (15) and probably new
ones.

By doing the change of variables 1 = r2 in (16) we ob-
tain a new cubic polynomial equation g(¢) = 0 with positive
discriminant

a?(405a” + 13)°(58433906254° 4 604158750a*
+192314254% + 194672) 4,

unless a positive real constant. So the polynomial g(¢) when
a # 0 has three real roots, for more details about the dis-
criminant of a cubic polynomial see Abramowitz and Stegun
(1972). Using the Descartes rule on the signs of a polyno-
mial we can see that these roots cannot be negative, and of
course they are non-zero, so they are positive and we denote
them as #1(a, h) > t2(a, h) > t3(a, h) fora #0 and h > 0.
When a = 0 the polynomial g(¢) has two roots t = 8h/27
and ¢ = 2h. Notice that the last root does not provide solu-
tions of equation f2;(r, jm) =0 because r = +/2h.

Now we study which of these solutions provide solutions
of equation f,(r, jm) = 0. Itis not difficult to check that the
factors K; = (3h — 2r%) and K, = (8h — 27(25a% + 1)r?)
in f2(r, jm) do not change their sing on the solutions » =
+4/ti(a, h) forall i =1, 2, 3. In particular,

K1, K>, <0 onr ==x1(a,h),
Ki >0, Ky <0 onr==t2(a,h),
Ki,Kr,>0 onr ==x4/t3(a, h).

Analyzing the signs of the two summands of f(r, jm)
we conclude that f2>(r, jm) = 0 has the solutions: r =
—/ti(a, h), r=+/tr(a, h) and r = —./t3(a, h) when either
j=0anda>0or j=m and a < 0; and r = /t1(a, h),
r = —+/th(a,h) and r = /t3(a, h) when either j = 1 and
a > 0or j =0and a < 0. This proves statements (a) and (b).

To prove statement (c) we seek for the solutions r =
r(a, h) of the equation f,(r, jm) = 0 such that the Jacobian
of f> evaluated at (r, ) = (r(a, h), jm) is equal to zero. The
Jacobian of f;, evaluated at @ = j is

m2a’r?(3h* — 6hr? 4 2r*)

det(7) = w}Q(rZ mry

N 972a(25a% + 1) (= 1)/ r3v2h — 12
100)%2 '




Periodic motion in perturbed elliptic oscillators revisited

Page 70f 8 348

We transform equation det(.7) = 0 into a polynomial equa-
tion in the variable r = 2 as we have done with equation
S (r, jm) =0 and we get

g1() = ta*t*[(=50625a" — 44500 — 81)*
+6(50625a* + 4450a* + 81)ht?
— 12(50625a" + 4450a* + 81)h*t*
+72(5625a" + 500a* + 9)h’t — 900a*h*].

We compute the resultant between the polynomial g(¢) and
g1 (¢) with respect to the variable ¢t and we obtain a poly-
nomial P(a, h), in the variables a and h, with the property
that if the polynomials g(#) and g;(¢) have a common root,
this occurs for values of (a, k) such that P(a, h) =0, for
more information about the resultant of two polynomials
see for instance Lang (1993), Olver (1999). The polynomial
P (a, h) can be factorized as

—262144007 2a®h'8 Py (@) P2(a) P3(a),

where Pj(a), P»(a), and P3(a) are polynomials in the vari-
able a of degrees 4, 6, and 10 respectively whose coefficients
are all positive. Since P (a, h) is zero if and only if a = 0 (re-
call that & > 0), there are no solutions of system g(¢) =0,
g1(t) =0 with a # 0, and consequently there are no solu-
tions of system f>(x) = 0 with a # 0 having Jacobian equal
to zero. On the other hand it is easy to check that the solution

S, jr)y=0fora=0,r= %\/g«/ﬁ has Jacobian equal
to zero. This completes the proof of the lemma.

Let r; = +/t;(a, h) for i =1,2,3; and let x| = (2, 0),
Xy = (r1, ), X3 = (r3,7), X4 = (r1,0), xs = (r3,0), and
X¢ = (r2, m). From Lemma 3 together with Theorem 2,
for any given & > 0 and for |e| sufficiently small, sys-
tem (14) when a > 0 has three 2m-periodic solutions
(0, 8), ' (0,¢)) with i = 1,2,3, such that (+'(0,¢),
a'(#,¢)) tends to x; when ¢ — 0. When a < 0 system
(14) has three 27 -periodic solutions (% (9, £), &' (0, €)) with
i =4,5,6, such that (r'(0, ¢),a’ (0, ¢)) tends to x; when
e — 0.

Now we analyze the stability of these periodic solutions
from the eigenvalues of the Jacobian matrix 7 of f>(x) eval-
uvated atx; fori =1,...,6.

The eigenvalues of 7 evaluated at (r, jr) are

A= :tn/(«/ﬁw?)\/m(r, a,h)

where
10a%r2(3h% — 6hr? + 2r%)
r2 —2h

—9a(25a* + 1) (= 1)/ r*v/2h — r2.

m(r,a,h) =—

We are interested in the sign of m(r,a,h) on the solu-
tions of fy(r, jm). By proceeding as in Lemma 3 we see
that there is no (a,h) with a # 0 and & > 0 such that
m(r,a, h) evaluated on the solutions of f(r, jm) be 0.
In particular, we see that if a > 0 then m(r,a, h)|x, <O,
m(r,a,h)|x, <0 and m(r,a,h)|x; > 0. If a < O then
m(r,a, h)|x, <0, m(r,a, h)|xs >0, and m(r,a, h)|x, <O0.
Hence the periodic solutions (' (6, ¢), o’ (6, €)) with i =
3,5 are linearly unstable and the ones with i =1, 2,4, 6 are
linearly stable. Clearly, the unstable orbits have a stable and
an unstable manifolds formed by two cylinders.

Now we shall go back through the changes of variables
in order to see how the 2m-periodic solutions (ri(é, ),
a'(0,¢)), with i =1, ..., 6 of the differential system (14)
looks in the initial Hamiltonian system (3). We substitute
the solution (/ (0, €), @' (0, €)) into equation H = h with H
given in (11) and we get p (0, €). Then

(r' @, ), p' (0, 2),a' (0, ¢)),

is a 2m-periodic solution for the differential system (12).
This solution provides the 2 /w;-periodic solution for the
differential system (10)

(ri(ai,a),ai,pi(ai,s),ai(ai,s)) =
(r, —wit,vV2h —r2, Ol)l(rya)zxi + 0(e),

where o/ = 6/(t, &). Going back to the change of variables
(3) we get 27 /w; periodic solutions of system (3). Denoting

Ry =/2h — rl? and Tt = fwy, their first order in ¢ is: For
a>0,
R 3
<r2 cost Ry cos( r)’ _rysinT, —R,, sin(3r)>,
w1 3wy
cost R, cos(3t
<r1 , — ( ), —rysint, Ry, sin(3f)>, (17
w1 3w
R 3
<r3 cost _Rn cos(37) . —rysing, Ry, sin(3r)>,
w1 3w )
and fora <0
cost R, cos(3t . .
<r1 , ( ), —r1sint, =R, s1n(3f)>,
w1 3w
cost R, cos(3t . .
<r3 s ( ), —r3sint, =R, s1n(3f)>, (18)
w1 3w

(rz cost Ry, cos(37)

wl 3wy

,—r2sint, R, sin(3r)>.

The first two periodic solutions in (17) are stable and the
third one is unstable, whereas the first and the third periodic
solutions in (18) are stable and the second one is unstable.
Clearly these three solutions are different, so this completes
the proof of statement (b) Theorem 1.

@ Springer
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